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- More structured data

Cascading errors

B Forsaken in most end-to-end models, but at a cost [He et. al, 17; Strubell et. al., 18]
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Semi-Markov Conditional Random Fields
[Sarawagi et. al. 2004]
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B label and length of an input segment
B Training and inference $\rightarrow \mathrm{O}$ (ndl) dynamic programs, with a Oth-order Markovian assumption
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Learn scaffold score when syntactic annotations available.
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Coreference

## Effect of Contextualized <br> Representations



- Note: These results are not included in the paper.
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## Lots of progress

| \# | Team Name | Kernel | Team Members | Score ${ }^{\text {(2) }}$ | Entries | Last |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Allen Lao |  | (9) | 0.86443 | 4 | 3 mo |
| 2 | Anonymous |  | 9 | 0.86351 | 2 | 4mo |
| 3 | sherry77 |  | - | 0.85034 | 2 | 12d |
| 4 | Ariel |  |  | 0.84953 | 10 | 13d |
| 5 | ysffirst |  | 4 | 0.84718 | 6 | 13d |
| 6 | ArielY |  | 9 | 0.84687 | 4 | 12d |
| 7 | mattpeters |  | $1$ | 0.84595 | 7 | 3 mo |
|  |  |  | - |  |  |  |
| $\bigcirc$ | Bidirectional LSTM |  | dis | 0.67507 |  |  |
| 104 | gabrielalmeida |  | \1 | 0.67313 | 5 | 8mo |
| 105 | Zippy |  | 9 | 0.67160 | 2 | 1 y |
| 106 | kudkudak |  | $\underline{4}$ | 0.66435 | 2 | 1 y |
| 107 | Shawn Tan |  | \% | 0.65271 | 1 | 6d |
| 9 | CBOW |  | dis | 0.65200 |  |  |

## Lots of progress



MNNLI Leaderboard

## NLI as Text Classification

## Two dogs are running through a field.

## Premise

The pets are sitting on a couch.
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## A simple experiment

Given no premise, is a hypothesis true, false or neither?

## The little boy is diving off the diving <br> Hypothesis <br> board because he is an excellent swimmer.

O True
$\rightarrow$ Entailment

O False
$\rightarrow$ Contradiction

O Cannot Say $\rightarrow \mathbb{N e}$ utral

## Surprising Results!
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Contradiction Hypothesis

Premise racing on racetrack.

## Annotation Artifacts



Two dogs are running through a field.

## Premise

There are animals outdoors.

> Some puppies are
> running to catch a stick.

The pets are sitting on
a couch.

## Annotation Artifacts
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## Hypothesis

Hard examples exhibit their own artifacts!
*Artifacts are still valid examples...
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( Intuition: Models which exploit artifacts == models which can detect artifacts

* Stylistic global features
- Subsampling large datasets $\rightarrow$ weight each example based on how representative it could be [coleman et. al., 2018]

Easy
Hard
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The Alcw jork eimes

## Finally, a Machine That Can Finish Your Sentence

Completing someone else's thought is not an easy trick for A.I. But new systems are starting to crack the code of natural language.


## In conclusion Learning Challenges

## Part I

Can linguistic structure act as an informative prior to improve our models?


Predicted structure can help representation learning.

Part II

What in our data is causing models to achieve high performance?


Need models robust to artifacts.

## Thanks!

## www http://www.cs.cmu.edu/~Sswayamd <br> swabhs swabhz

